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𝐿!"#: Unsupervised technique for feature alignment across body 
parts and pose variations [1]

Problem with Animal Re-ID Tasks
§ Datasets scarce & lack of diversity         Background Overfitting
§ Great variations within an individual 
§ Small variations between different individuals
§ Few part-labeled images

Our Solution
v Unsupervised Part-aware model on Background-Free images
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Background overfitting:
§ Existing methods overly rely on background
§ Clustering shows:

§ Grouping by background
§ Multiple IDs in the the same cluster

Our Solution
v Remove background both at training and testing time
v True evaluation of identity

References
§ Joint training
§ Three losses

§ Part alignment - DVE
§ ReID - Circle loss
§ Attribute classification

§ Orientation
§ ID
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Code :
https://github.com/Chloe-Yu/Animal-Re-ID

§ Subtle species specific cues:
§ tusk 
§ horn
§ stripes


